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DSA-CL III course overview

What is Data Structures and Algorithms for Computational Linguistics III?

• An intermediate-level survey course

• Programming and problem solving, with applications

- Data structure: method for storing information
- Algorithm: method for solving a problem

• Second part focused on Computational Linguistics

Prerequisites

- Data Structures and Algorithms for CL I
- Data Structures and Algorithms for CL II

• Module: ISCL-BA-07, Advanced Programming
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• Lecturers
- Corina Dima
- Çağrı Çöltekin

• Tutors
- Kevin Glocker
- Teslin Roys

• Slots
- Monday 10:15 – 11:45 (lecture)
- Wednesday 10:15 – 11:45 (lecture)
- Friday 8:15 – 12 (lab)

• Course website: https://dsacl3-2019.github.io
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DSA-CL III course overview



Coursework and grading

• Reading material for most lectures

• Programming assignments: 60%

- 2 ungraded introductory assignments
- 6 graded assignments, one every 2 weeks
- 60% of the grade: the best 5 assignments
- Graded assignments due every other Monday, 11pm, only via electronic submission 

(GitHub Classroom)
- Collaboration/lateness policy: see web

• Written exam: 40%

- Midterm practice exam 0%
- Final exam 40%
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Honesty Statement

• Feel free to cooperate on assignments that are not graded

• Graded assignments must be your own work. Do not:

- Copy a program (in whole or in part)
- Give your solution to a classmate (in whole or part)
- Get so much help that you cannot honestly call it your own work
- Receive or use outside help

• Sign your work with the honesty statement (provided on the website)

• Above all: You are here for yourself, practice makes perfect
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Organizational issues

• Presence

- A presence sheet is circulated purely for statistics

- Experience: those who do not attend the lectures or do not make the assignments end 

up failing the course

- Do not expect us to answer your questions if you were not at the lectures

• Office hours

- Office hour: Wednesday: 14:00-15:00, please make an appointment!

- Please ask your questions about the material presented in the lectures during the 

lectures – everyone benefits

- Solutions to the assignments will be discussed after the lab deadline has passed
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Registration

• Do the first assignment, !" (see website), until October 23rd

• Walk-through: work on an assignment with GitHub Classroom
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Resources (textbooks) – required reading

• Data Structures & Algorithms in Python by Michael Goodrich, Roberto 
Tamassia and Michael Goldwasser, 2013, Wiley

- available in the university network: 
https://ebookcentral.proquest.com/lib/unitueb/detail.action?docID=4946360

• Speech and Language Processing, Dan Jurafsky and  James Martin, 2nd

Edition, 2008, Prentice Hall
- Draft chapters of the 3rd edition available
- See https://web.stanford.edu/~jurafsky/slp3/

• Dependency Parsing, Sandra Kübler, Ryan McDonald and Joakim Nivre, 2009, 
Morgan and Claypool
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Resources (web)

• Book site for the first part of the class: http://bcs.wiley.com/he-
bcs/Books?action=index&bcsId=8029&itemId=1118290275

• Source code

• Hints for solving exercises
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Why Study Algorithms?

Their impact is broad and far-reaching.
Internet. Web search, packet routing, distributed file sharing, …
Biology. Human genome project, protein folding, diagnosis, …
Computers. Circuit layout, file system, compilers, …
Computer graphics. Movies, video games, virtual reality, …
Security. Cell phones, e-commerce, voting machines, …
Multimedia. MP3, JPG, DivX, HDTV, face recognition, speech recognition, …
Social networks. Recommendations, news feeds, advertisements, …
Physics. N-body simulations, particle collision simulation, …

…
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Write text? (soon)

• OpenAI GPT-2, a transformer-
based language model, 
generates text samples in 
response to a sample input that 
is human-written

• It is able to adapt to the style and 
the content of the provided 
sample

• Trained on 40GB of Internet text
• Objective – predict the next word 

given all the previous words in 
some text

• More on: 
https://openai.com/blog/better-
language-models/
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Why Study Algorithms?
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• They are instruments for developing new 
research



Why Study Algorithms?
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• It is a profitable endeavor



What is Ahead?
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What is Ahead? (cont’d)
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Complexity
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Sorting
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Priority Queues

Operation Return 
Value

Priority Queue

P.add(5,A) {(5,A)}
P.add(9,C) {(5,A), (9,C)}
P.add(3,B) {(3,B),(5,A),(9,C)}
P.add(7,D) {(3,B),(5,A),(7,D),(9,C)}
P.min() (3,B) {(3,B),(5,A),(7,D),(9,C)}

P.remove_min() (3,B) {(5,A),(7,D),(9,C)}
P.remove_min() (5,A) {(7,D),(9,C)}

len(P) 2 {(7,D),(9,C)}
P.remove_min() (7,D) {(9,C)}
P.remove_min() (9,C) {}
P.is_empty() True {}

P.remove_min() “error” {}
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Binary Heaps
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Tries

• Example: standard trie for the set of strings S = { bear, bell, bid, bull, buy, sell, stock, stop }
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Undirected Graphs
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Image from Alex Garnett, Grace Lee and Judy Illes. 2013. Publication trends in 
neuroimaging of minimally conscious states. PeerJ.



Directed Graphs
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Finite State Automata
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credit: introduction to finite state automata by C. Çöltekin



Parsing
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credit: Jurafsky & Martin, SLP 3, chapter 15, Dependency Parsing



Language Guessing / Language Identification

Introduction & Language Guessing| 25



Language Guessing Applications 

• Web browsers use language identification and offer to translate the page when it is not in 
the computer’s default language

• Google Translate uses language identification to determine the source language of the 
text to be translated

• In computational linguistics, it is important to know what language the text is in, in order to 
determine what linguistic tools are appropriate for processing it
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Language 1
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Language 2
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Language 3
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Language 4
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Language 5
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Language 6
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Any Ideas?

• How can the language of a text be guessed?

• (Brainstorming)
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Method

• We can write an algorithm for guessing the language of a text

- Using simple n-gram statistics

- Using a small amount of training data

- With high accuracy

• Method of Canvar and Trenkle, 1994. N-Gram-Based Text Categorization. 

- Based on computing and comparing profiles of n-gram frequencies

- First, compute profiles on a training set of data containing different language samples

- For a new document whose language has to be guessed: construct a profile and 
compare it to each of the training profiles; select the language with the smallest 
distance to the new profile as the “winner”
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First Step: Computing the language profile

• As in Canvar and Trenkle, 1994. N-Gram-Based Text Categorization.

- Identify and count each 1-, 2-, 3-, 4- and 5- gram of the text
- Sort the n-grams by frequency (most frequent first)
- Retain the most frequent 300 n-grams
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N-grams

• An !-gram is a !-character-long continuous slice of a string

• Each ! defines a separate set of !-grams

• E.g. different !-grams for the word bananas
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n-gram type resulting n-grams
1-grams b a n a n a s
2-grams ba an na an na as
3-grams ban ana nan ana nas
4-grams bana anan nana anas
5-grams banan anana nanas



Example: bananas - n-grams & their frequencies
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n-gram type resulting n-grams
1-grams b a n a n a s
2-grams ba an na an na as
3-grams ban ana nan ana nas
4-grams bana anan nana anas
5-grams banan anana nanas

n-gram freq
a 3
b 1
n 2
s 1
ba 1
an 2
na 2
as 1
ban 1
ana 2
nan 1
nas 1

n-gram freq
bana 1
anan 1
nana 1
anas 1
banan 1
anana 1
nanas 1



Example: bananas - frequencies, reverse-sorted (+ lexically)
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n-gram freq
a 3
an 2
ana 2
n 2
na 2
anan 1
anana 1
anas 1
as 1
b 1
ba 1
ban 1

n-gram freq
bana 1
banan 1
nan 1
nana 1
nanas 1
nas 1
s 1



Example: bananas - from frequencies to ranks
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n-gram freq
a 3
an 2
ana 2
n 2
na 2
anan 1
anana 1
anas 1
as 1
b 1
ba 1
ban 1

n-gram freq
bana 1
banan 1
nan 1
nana 1
nanas 1
nas 1
s 1

n-gram freq
a 1
an 2
ana 3
n 4
na 5
anan 6
anana 7
anas 8
as 9
b 10
ba 11
ban 12

n-gram freq
bana 13
banan 14
nan 15
nana 16
nanas 17
nas 18
s 19

Profile for the 
word bananas



Zipfian Distribution
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• When plotting the !-gram frequencies in rank order, the language profiles display a Zipfian 

distribution

• Zipf’s law: the !-th most common word in a human language text occurs with a frequency 

inversely proportional to !.

• This means that the most frequent word will occur twice as many times as the second most 

frequent word, three times more than the third most frequent, etc.

• Also holds for the frequency of !-grams



Two English Samples – top n-grams
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• The top n-grams 
from a text 
containing 
President’s Obama 
State of the Union 
Address from 2014 
(left), and a 
Wikipedia entry on 
the human genome 
(right) will tend to 
have many n-grams 
in common, despite 
the difference in 
topic



Two English samples – lower n-grams
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• Around rank 300 the 
n-grams become 
more specific to the 
topic of the particular 
article: on the left, 
about America, on 
the right about 
human, DNA, 
sequence etc.



English vs. French – top n-grams
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• By contrast, the top n-
grams from two different 
languages will have very 
different distributions of 
the first 300 n-grams



Second Step: Comparing Two Profiles

• Given the document profile ! and the language profile ", the distance between the two 
profiles is defined as:

# !, " = 	 ' ()*+ ngram, ! − ()*+(ngram, ")
45678	∈	:

• The ()*+ of an n-gram is the rank of the n-gram in a given profile, or the size of the profile 
if the n-gram is not part of the profile
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Example: Comparing Two Profiles (from Canvar and Trenkle, 1994)

! (document) " (language) #
th th 0
ing er 3
on on 0
er le 2

and ing 1
ed and no-match=max
… … …
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most frequent

least frequent



Basic Algorithm
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Results (from Canvar and Trenkle, 1994)

Introduction & Language Guessing| 47



Results (from Canvar and Trenkle, 1994)

• Categorized results over several dimensions

• Article length over or under 300 bytes

- Hypothesis: shorter articles should be more difficult to classify, because there is less 
text to construct the n-grams from

- Result: system only slightly sensitive to length
• Varied the profile length: 100, 200, 300 and 400 n-grams in the profile

- Profile length did have an impact on performance
- Almost perfect classification with 400 n-grams
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Task difficulty

• The task can be made more difficult by

- Adding more languages, especially similar languages or language dialects
- Trying to identify very short fragments

• There are newer methods that use more sophisticated statistical modelling and/or 
machine learning to identify languages

- Radim Řehůřek and Milan Kolkus. 2009. Language Identification on the Web: 
Extending the Dictionary Method. CICLing 2009
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Thank you.
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